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o Foundedin 1998

o Partner-Focused
Strategy

o House of Brick Key
Services

o Virtualization and Cloud Computing — VBCA
o Replatforming and Data Migration

o Managed Services
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About David

MEd David Klee
ADVANCED @kleegeek

PROFESSIONAL 5 .
DATACENTER bit.ly/HOBSA
davidklee.net
gplus.to/kleegeek

[i] linkedin.com/a/davidaklee

Database Administrator 2008
Database Administrator on 5QL Server® 2005
Database Developer 2008

CERTIFIED
IT Professional

o SQL Server Principal Architect, practice lead

o Experience in Microsoft, VMware, Linux, networking,
security, application development technologies
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Agenda

o So you finally virtualized! Great! now whatz

o Do you know how well things were
running when physical?

o VMware Infrastructure Tuning
o SQL Server VM Template Tuning
o Demonstrating Equivalent Performance

o Ongoing Steady-State Performance
Monitoring
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Assumptions

o The following tips and tricks are geared for single
instance SQL Server on VMware.

o 2005+ Database Mirroring and 2012 AlwaysOn
Availability Groups also follow these configuration
guidelines.

o SQL Server Failover Clustering uses a somewhat
different set of rules.
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In The Beginning

o In the beginning of your virtualization journey...

o Me: “Did you performance test and compare against
your established historical baselines to objectively
demonstrate equivalent performance of the virtual
machine?2”

o Common Response: “Yeah, right. Sure. Uh-huh.”

http://www.flickr.com/photos/raggle/3617884814/

© 2013 House of Brick Technologies, LLC

5/18/2013



Previous Physical Server | Virtualized SQL Server
: +DB1 « Utility

*E-mail  +Image

*CDAP  +DB3

+DB2 *&etc

© 2013 House of Brick Technologies, LLC

Getting Started - Benchmarking

o Must know how to benchmark so you can establish baselines
o Repeatable process to get point in time performance metrics

o Benchmarks affect the speed of the system during the test!

o What changes between tests / iterations? 4CPU Scheduling Performance Impact
o What fo benchmarke T

o Subsystem speed

o Objective SQL Server instance speed =

o Known process / job performance i

and runtimes
Query runtimes / impact o
o Application performance
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Benchmark - Storage

o Storage performance is my number one obstacle

o SQLIO & IOMeter

Avg 10Ps by 10 Requests Avg MB/s by 10 Requests

08N —— Random Read —— Random Read
§ —— sequential Read § som | —— sequential Read
—— Random Write — Random write

—— sequential wrie —— Sequential Write

a 8 15 32 64 122
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Benchmark — Perfmon Stafts

o Record every 5m, cycle log files nightly
o Collect allindividual stats, not rollups

Counters:
Memory — Pages/sec, Available Mbytes, Pages / sec, Page
Faults / sec
Network Interface — Bytes total/sec
Physical Disk — Disk Transfers/sec, Disk Read Bytes/sec and Disk
Write Bytes/sec
Processor - % Processor Time, Utilization By Core
SQLServer:Access Methods - Full Scans/sec
SQLServer:Buffer Manager - Buffer Cache Hit Ratio
SQLServer:Databases Application Database - Transactions/sec
SQLServer:General Statistics - User Connections
SQLServer:Latches — Average Latch Wait Time
SQLServer:Locks - Average Wait Time, Lock Timeouts/sec,
Number of Deadlocks/sec
SQLServer:Memory Manager - Memory Grants Pending
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Benchmark — SQL Server Instance

o DVDStore
o http://linux.dell.com/dvdstore
VM VM Itanium Physical Itanium Physical

BCPUVM to

Core x GHz Ba2GHz 32x2GHz Bx1.6GHz Run 1 Bx1.6GHz Run 2 Avg. Itanfum
Threads MaxDOP, HP Orders HP Orders Itanium Orders Itanium Orders Improvement
2 1 19277 13589 15612 12853 35.44%
2 2 19251 17858 16368 17553 13.50%
2 3 18841 17453 17214 18209 6.38%
2 4 15835 15640 15147 183086 -5.31%
2 5 15553 15775 10201 16866 17.88%
2 ] 16263 16055 175596 -7.58%
8 1 76590 63510 62896 60789 23.85%
8 2 76592 70705 59392 71523 B8.71%
8 3 75441 69335 65737 59184 11.83%
8 4 57508 61412 44123 71918 -0.88%
8 5 55021 61579 | 42442 (extrapolated) 67073 0.48%
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Benchmark — DB Performance

o Every environment is different! O Tools

O Perfmon

O Extended Events
O Simple things:

o Reports / Jobs / Etc.
o Average Runfimes

o Query Performance O Seft statistics io on/off
o CPUImpact O Seft statistics time
on/off

o Memory Impact
o Storage Impact
o TempDB Impact

o Application owners should be
involved in benchmarking
process

© 2013 House of Brick Technologies, LLC




Baselines

Baseline = Averages and peaks during routine activities
Can help predict growth and resource contention
Establish performance thresholds and high / low water marks

Update your baselines after major system changes and/or fixed
period of time

Be consistent in your approach.

Helpful to create a baseline repository
o hittp://www.sgl-server-performance.com/2010/baseline-repository/
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VMware Hardware Configuration

Disable BIOS “green” settings (power savings, etfc.)
Ensure CPUs are set to high performance mode
Enable virtualization extensions (i.e. Intel VT-x)
Disable Automatic Server Recovery (HP)

Enable Hyper-Threading (Intel)

Multiple paths for everything (NIC, SAN, etc.)
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VMware Cluster Configuration

o VMware High Availability (HA)

o VMware Distributed Resource Scheduler (DRS)
o Automation Levels " e s — ey

o R U I es Cluster Features Use this page to create rules for virtual machines within this custer. Rules wil apply to
vsphere HA virtual machines only whie they are deployed to this chuster and il ot be retained if the
Virtual Machinz Options virtual machines are moved out of the duster.
M Monitoring
Name [Tpe [ Defined by
vSphere DRS vCenterBind Keep Virtual Machines Togath.. User
wCenter Pin Run VM on Hosts User
Migration Automation Level: Fully Automated [DCSeparate Separate Virtual Machines User
Power Management Automation Level:  OfF CPU Ready Test .. Keep Virtual Machines Togath.. User
DRS Recommendations: 0
Rule ===
DRS Faults: 0
Migration Thresheld: Apply priority 1, priority 2, priority 3, Ruke | s Groups Manager |
and priority 4 recommendations. Give the new rule a name and choose s type from the menu belor.
Target host load standard deviation: <= 0.081 Then, select the entites to which this rule wil apply.
Current host load standard deviation: ~ 0.089 (/& Load imbalanced) —
ﬁuc Separate| ‘
 Manual T
vCenter wil suggest migration recommendations for virtual machines, e
[Separate Virtual Machines |
© partially automated e :
Virtual machines wil be automatically placed onto hosts at power on and vCenter
wil suggest migration recommendations for virtual machines. |SKC:; ‘

# Fully automated
Virtual machines wil be automaticaly placed onto hosts when powered on, and
wil be automatically migrated from one host to another to optimize resource
e

Migration threshold: ~ Conservative .—J— Aggressive
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VMware Storage - |

o Paravirtual (PVSCSI) Driver
o Mul’ripo’rhing Drivers Storage Driver Improvements

000 250
o EMC PowerPath VE

7000 ;
1 200
o Equallogic MPIO fo00 / ||
. . . 5000 —1 150
o Set multipathing policy / o
— S
o | |
per datastore to RR 4000 7 —SQUO%
@ Manage Paths | % L 100 =H=MB/s
3000 +—— —
M o e
2000 F—1
iqn.2006-01 168 0 @ Adtive (1/0)
vmhba34:C1:T3:L0  iqn.2006-01.com.openfiler:tsn.8bd7874353€7:192.1683.. 0 @ Active (1/0)
1an.2006-01 1863 0 o Acive (o) 1000 F—1
iQn.2006-01 1 0 @ Active (0)
o .
EED LSl (base) PVSCSI EQL MPIO
oo
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VMware Storage - 2

o Disk block alignment (not just a Windows Server 2003 problem)
o (46% sequential I/O, 24% random I/O performance improvement)

o 1MB offset usually works great

Improvements from Disk Partition Alignment
70.00%

60.00%

50.00% —

40.00% —— S

30.00% |—| —

20.00% |— —

10.00% —

0.00%
Read I0ps Write I0ps Read MBps Write MBps Average Read Average Write
Response Time Response Time
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o Ke e p h OSTS U p TO d qQ Te | Standard Switch: vSwitchd Remove... Froperties. .

3 VM Network . B vmnic1 1000 Full | §3
. . 21 virtual machine(s) L.n vmnicd 1000 Full B3
o Configure multipathed
. . £ iSCSI2 Network [RS8
iISCSI and vMotion ks 1921603234
3 iSCSIL Network LB
. wmk3 : 192.168.32.24
o NO memory overcommitment
3 vMotion2 Network @4
wmk2 : 192.168.33.34
HH 1 VMkerel Port
o Watch CPU utilization & temant metork el
'vm4 VMware ESXi, 5.1.0, 914609 vmk1 : 182.168.33.24
EEEE Vi cusl achines | Perfomance | Configuration [ Tasks & Events | Alarms _Pemnissions [ aps | Storage views [vshieid | I kel Por Network el
General Smriess wmk0 : 192.168.30.24
Manufacturer: Supermicro CPU usage: 1378 MHz Capacity
Model: XTDCAL - 8x2.499 GHz,
- e ot i Theere

15420 @ 2.506Hz

Datacenter

Virtual Machines . [RBHEY DRS ' ResourceAllocation . Performance ' Tasks &Events | Alarms .| Permissions

Name | State | status | % Memory | Memory Size |
] esxil o Connected A War... o1 [ 36850.66 MB
] esxi2mwloal  Connected & Nor.. 86 I 36850.66 MB
5} esxi3 o Standby @ Nor.. 36850.66 MB
esxidMlocl  Standby & Nor.. 36850.66 MB
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VMware vCPU Ready Time

o vCPU Reody Time CPU measures the amount of time
a virtual machine waits in the
o 300ms average queue in a ready-to-run state
o 500ms high water mark before it can be scheduled on a

CPU. Higher wait times result in
slower virtual machine
performance.

Summary . Fesource Alocation . [CTET T sk f Events . Alarme [ Console | Permissions - Maps

Overview] Advanced
CPU/Custom..., B/1/2011 S:29:53 AM - B/12/2011 92053 AM Chart Options Switehto: [Dafadt =l @@ | e
400000
i A
I \
A " A
\ i /A
poxn . A ~ ; \
\ A AN |5 / \
VT \TATS S VN AN |
Y \
=y =t
o ' v ' i e ' ) — v
Tue, 06:00 ‘Wed, 04:00 Thy, 02:00 Fri, 00:00 Fri, 22:00 Sak, 20:00 Sun, 18:00 Mo, 16:00 Tue, 14:00 ‘Wed, 12:00 Tha, 10:00 Fri, 08:00
Time:
Performance Chart Legend
Key | Object | Measurement Rolup | s ) Ustest | Maimum Wi | Average |
m e CPU Ready Sunnination  Millsecond 27696 4324 14836 809341
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o Object separation can opfimize:
o Performance
o Disaster

s
recovery | SQL Server < /ID
Backup VM | .o

LSl Logic

Flexibility
o Drives:
o C:-0OS
o D:-Instance Home
o E:-System DBs
o F:-UserData
o G:-UserlLogs
o H:-TempDB Rl — St
o Z:-Backups VMDK ' g

o Thick provisioned eager zeroed PVSCSI for non-OS drives

© 2013 House of Brick Technologies, LLC
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VM Template - vMemory

. : [o/@] = |
o Full RAM reservations
for prOdUCﬂOﬂ Tier‘] ¥ Reserve all guest memary (Al locked)
shares: I
Work|OOdS Reservation: [ ==

o Do NOT oversubscribe

o Do NOT over-allocate host RAM

No ballooning allowed! (Don't disable balloon driver)

Datacenter

-nissions

Name | State | Status | % CPU | % Memory Memory Size |
B esxil wlocl  Connected A War... s ITET o1 HEEEED 36850.66 M8
B esxiz wwlocl  Connected & Nor.. 4 [0 86 ININIT 36850.66 MB
B esxi3 wedoc  Standby & Nor.. 36850.66 MB
esxi4 ol Standby & Nor... 36850.66 MB
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VM Template - Advanced

o Balance vCPU vCores / vSockets with physical architecture

o Configure vNUMA seftings when < 8vCPUs
o http://bit.ly/13Hkob?2

o Set vCenter Alarms for high CPU Ready time
o hitp://bit.ly/XEnDKu

o Resource Pools to ensure top-tier
resource availability

o Want to really geek out?
(Do not change these without reason)

o hitp://bit.ly/r726Wc - VMware Tuning for
Latency Sensitive Workloads

http://www flickr.com/photos/hyperxp/7698784450/
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Right-Sizing VM Resource Allocation

298444 274629
291692 278024
108952 147444
106140 124293
487146 542351
429131 532679
113664 153877
117480 127634

12Gtfe?

o hitp://bit.ly/ gm ﬂ\
=

o Physical Server Configuration =

VM Resource Allocations @
| 2 119277 13589
2 19251 17858
o More vCPUs than needed actually 4 15839 15640
slows down the VM SIL_162631L__16055
VCPU Scheduling Performance Impact 1 76590 63910
00000 2 76592 70705
o More VM ‘ 4 57508 61412
management  — ) o
overhead for \,/ \ | 152782 135484
more resources I \ 2 151462 140577
I ted | /\\\\ 4 86078 112365
alloccare i | 6 84634 101230

| 1

2

4

6

1

2

4

6

DVDStore — 8vCPU vs 32vCPU - Small workload
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Configuring Windows for SQL Server

o VMware Tools installed and up to date

) /
. . =
o WDDM video driver update = -
o http://bitly/9muzD7 Windows Server2008 r2

o 64KB NTFS allocation unit for non-OS volumes
o http://bitly/AWixiA

o Ensure proper disk alignment
o No fancy partition creation tools!

== Windows Server:2012

o Anfivirus engine rules
o hitp://bit.ly/BSqIE

o Windows Power Options set to ‘High Performance

© 2013 House of Brick Technologies, LLC
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Configuring a SQL Server Instance

o Enable Lock Pages in Memory (weigh pros and cons)

o Set “Max Server Memory” and “Min Server Memory™
o http://bit.ly/WVBHT

o Enable Instant File Initialization
o http://bit.ly/XOKJOY

&/
o Use Large Pages — Trace Flag 834 (YMMV) N
, SQL Server2008 Rz
o Full VM RAM Reservation -
o GEZD\ Microsoft®
o Enable Optimize for Yy N of 2\ B o
Ad-hoc Workloads O SNVl UL/

ul"(
I

E

o Sef TempDB data file count

o Set MaxDOP and Cost Threshold for Parallelism
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Proper Maintenance

o Proper Maintenance is a Must!

o Fantastic database maintenance solution — ola.hallengren.com
o Backups
o Indexes / Statistics
o Infegrity Checks
o Work / log file cleanup

o Quarterly Windows and SQL Server patches at a minimum!

© 2013 House of Brick Technologies, LLC
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VMware Template

Install your usual suite of programs and tools before you template

Once done with your master server build, convert the VM to a
VMware Template

i exec sp_dropserver 'OldserverName'

Patch periodically ' go
Use Windows Guest Customization | e ASLF;_Oddservef NewServerName',
Specification to: g0

o Set machine name properly
Sysprep and set Windows product key

Configure network settings

Join fo domain

Execute command(s) and/or script(s) post deployment
o http://sqlspade.codeplex.com

When you deploy SQL Server for production purposes,
use ‘Thick Provisioned Eager Zeroed’ VMDK format
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Monitoring Performance

Perfmon / IOMeter / SQLIO / DVDStore

SQL Server health checks
o sqlserverperformance.wordpress.com
o brentozar.com/blitz

Benchmark and compare to baselines (physical
and virtual)

Remember to update your baselines when the
configuration changes!

No double standards, just more information
o vCenter Statistics access - hitp://bit.ly/SzGAID

© 2013 House of Brick Technologies, LLC
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— Conclusions

o Anyone can install SQL Server (click Next, Next, Finish).

o Nof everyone can squeeze the most out of SQL Server,
but now you can.

o You also now have the means to demonstrate the
performance improvements.

o You can also use these to objectively demonstrate the
performance differences between physical and
virtual.

o Use these tips to ensure that your SQL Servers run as
fast as possible, and that you can prove it whenever
required.
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O Jim Ogborn (Northwest &

Mid-South)

VP, Client Solutions
jogborn@houseofbrick.com
402-445-0764 x104

Jon Shields (Central)
Director, Account Solutions

jshields@houseofbrick.com
847-507-1693

KC Alvano (East)
Director, Account Solutions

kcalvano@houseofbrick.com
703-395-3138
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HoB Contacts

O Bob Lindquist (West &
Southwest)
VP, Client Solutions
blindquist@houseofbrick.com
480-414-9134

O David Klee
Principal Architect
Twitter @kleegeek
dklee@houseofbrick.com
402-445-0764 x133

RATE ME!
nivp:/ /59
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